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1.  Introduction
We seek to describe the effect of the change in Saskatchewan law decreasing the allowable bac to 0.04.  This law went into effect in August 1996.  From the table below we see that this corresponds to observation number 116.
      Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1987:   1   2   3   4   5   6   7   8   9  10  11  12

1988:  13  14  15  16  17  18  19  20  21  22  23  24

1989:  25  26  27  28  29  30  31  32  33  34  35  36

1990:  37  38  39  40  41  42  43  44  45  46  47  48

1991:  49  50  51  52  53  54  55  56  57  58  59  60

1992:  61  62  63  64  65  66  67  68  69  70  71  72

1993:  73  74  75  76  77  78  79  80  81  82  83  84

1994:  85  86  87  88  89  90  91  92  93  94  95  96

1995:  97  98  99 100 101 102 103 104 105 106 107 108

1996: 109 110 111 112 113 114 115 116 117 118 119 120

1997: 121 122 123 124 125 126 127 128 129 130 131 132

1998: 133 134 135 136 137 138 139 140 141 142 143 144

1999: 145 146 147 148 149 150 151 152 153 154 155 156

2000: 157 158 159 160 161 162 163 164 165 166 167 168

2001: 169 170 171 172 173 174 175 176 177 178 179 180

The dependent variables chosen for this study are the fatality rates (per 100,000 licensed drivers) for drivers with BAC levels described in the table below.

	Variable
	Description

	rtotal
	Total injuries.  Rate per 100,000 licensed drivers.

	ralcinvol
	Injuries, alcohol involved.  Rate per 100,000 licensed drivers.

	rsmn
	Injuries, single-male, night.  Rate per 100,000 licensed drivers.

	rsmnt1
	Injuries, single-male, night, 9-11:59pm.  Rate per 100,000 licensed drivers.

	rsmnt2
	Injuries, single-male, night, 12am-6am.  Rate per 100,000 licensed drivers.


It seems likely that if the legistative change had an effect it could be modelled approximately at least with a step intervention.  That is we might expect to see a permanent change or drop in the fatal accident rates.  More complicated intervention models could also be examined but I don’t think these models would change the analysis in any substantive way.

Since all of the variables showed significant monotonic trend, we should include a trend component in the model.  The most general specification would be to use a lowess nonparametric trend component but as an approximation a linear trend component in the model should suffice.

Thus the intervention analysis model we shall consider may be written,
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where t = 1, …, 180 is the observation number, yt is the fatality rate variable, xt is the unemployment rate,  (0 is a constant,  (1 is regression coefficient for xt, (1 is regression coefficient for the linear trend, ( is the intervention coefficient which indicates the magnitude of the effect,  
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 represents the delay parameter, B is the backshift operator on t, 
[image: image3.wmf])

(

T

t

S

 represents at step intervention which occurred at time T=116, 
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 represents an ARIMA or  SARIMA time series model.  The step intervention function is defined,
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It would be likely that the effect of the intervention would start quite soon after the legistative change so it will be assumed that possible values of b are 0, 1 and 2.  We will use the AIC (Akaike Information Criterion)  to select the final value of b.  The AIC is defined as twice the negative of the loglikelihood plus two times the number of parameters estimated.  If the number of parameters is the same in each model then the AIC is equivalent to using the residual sum of squares criterion.

The backshift operator B on t when applied to a sequence such as shifts the sequences backwards, so 
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The term Nt  represents the autocorrelated error term which is modelled in general by a SARIMA(p,d,q)(ps,ds,qs)s time series.  For Nt this model may be written,
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where
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and 
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 is assumed to be approximately normal and independently distributed with mean zero and variance 
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 are referred to as the AR, MA, SAR, SMA, difference and seasonal-difference operators respectively.  The parameter s is the seasonal period.  For monthly data, 
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.  From the exploratory analysis, we see that the degree of autocorrelation is fairly low and damps out so it may be assumed that 
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  The AR, MA, SAR and SMA model orders, denoted respectively by p, q, ps and qs, may be chosen by examining the autocorrelation function of 
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 as well as using other model identification tools such as the AIC criterion.  Typically these model orders are either 0 or 1 and occassionally possibilty 2 or more for more complex forms of autocorrelation.  
2.  Summary and Conclusions
From the exploratory analysis it is clear that there is not likely a detectable intervention effect present.  Also it is clear that the injury time series is non-stationary and seasonal.  Hence a SARIMA component with differencing and seasonal differencing is used (d = 1, ds = 1).
In all cases a reasonably good fit was fit.  The intervention term was not close to being st atistically significant at even the 10% level on a one-sided or two-sided test.

The sign for the unemployment effect was negative as might be expected in all cases but it was not statistically significantly different from zero.

The intervention effect was negative for rtotal, rsvnm and rsvnmt2.

3.  total
The noise component was modelled by a SARIMA(0,1,2,0,1,2)12.  The step intervention corresponding to T=116 was not significant.

> total.ia <- tfarma(rtotal, x = unemploy, model = c(0, 1, 2, 0, 1, 2, 12), modtf = c(0, 0, 0), modi = c(0, 0, 116),  )

> summary(total.ia)

Transfer function noise model

rtotal = constant + unemploy(0,0,0) + Step(0,0,116) + SARIMA(0,1,2)(0,1,2)12

    sigsq loglikelihood      AIC      BIC 

 34.86085     -304.1209 669.5899 691.9406

Residual Analysis

Modified Portmanteau Test, Q = 27.5  on  16 df,   p-value = 0.03621

           ra(1)   ra(12)   raa(1) 

  value 0.007614 -0.05432 -0.07061

est.sd. 0.011390  0.01304  0.07738

    g1 p-value      g2 p-value 

 0.187  0.2918 -0.6854 0.06006

Estimated Parameters

                     Value Std. Error  Z-value   Pr(>|Z|) 

         constant  0.02208   0.005026   4.3940 0.00001114

     unemploy.o.0 -0.83180   0.739200  -1.1250 0.26050000

Step(0,0,116).o.0 -1.50200   2.132000  -0.7043 0.48120000

          theta.1  0.80570   0.076540  10.5300 0.00000000

          theta.2  0.14750   0.076710   1.9230 0.05451000

          Theta.1  0.93330   0.077700  12.0100 0.00000000

          Theta.2 -0.16850   0.076470  -2.2030 0.02759000

Correlation Matrix of ARMA Parameters

          theta.1  theta.2   Theta.1   Theta.2 

theta.1  1.000000 -0.94220 -0.008581  0.003225

theta.2 -0.942200  1.00000 -0.055690  0.020930

Theta.1 -0.008581 -0.05569  1.000000 -0.795700

Theta.2  0.003225  0.02093 -0.795700  1.000000

4.  alcinvol
The noise component was modelled by a SARIMA(0,1,1,0,1,1)12.  The step intervention corresponding to T=116 was not significant.

> alcinvol.ia <- tfarma(ralcinvol, x = unemploy, model = c(0, 1, 1, 0, 1, 1, 12), modtf = c(0, 0, 0), modi = c(0, 0, 116),  )

> summary(alcinvol.ia)

Transfer function noise model

ralcinvol = constant + unemploy(0,0,0) + Step(0,0,116) + SARIMA(0,1,1)(0,1,1)12

    sigsq loglikelihood      AIC     BIC 

 2.173424     -72.31712 165.8932 181.858

Residual Analysis

Modified Portmanteau Test, Q = 16.71  on  18 df,   p-value = 0.543

          ra(1)   ra(12)  raa(1) 

  value 0.00876 -0.09029 0.04153

est.sd. 0.06729  0.06348 0.07738

    g1 p-value     g2 p-value 

 0.194  0.2744 0.3969  0.2776

Estimated Parameters

                       Value Std. Error  Z-value Pr(>|Z|) 

         constant  0.0008668   0.002618   0.3312   0.7405

     unemploy.o.0 -0.2209000   0.188700  -1.1710   0.2416

Step(0,0,116).o.0  0.0740000   0.712200   0.1039   0.9172

          theta.1  0.8704000   0.038200  22.7800   0.0000

          Theta.1  0.8230000   0.044070  18.6800   0.0000

Correlation Matrix of ARMA Parameters

         theta.1  Theta.1 

theta.1  1.00000 -0.07191

Theta.1 -0.07191  1.00000

Means of the Covariate Input Series After Differencing

       unemploy 

mean 0.00239521

Correlation Matrix of Regression Component

                  unemploy.o.0 Step(0,0,116).o.0 constant 

     unemploy.o.0       1.0000           0.24410  0.10920

Step(0,0,116).o.0       0.2441           1.00000 -0.07921

         constant       0.1092          -0.07921  1.00000

5.  svnm
The noise component was modelled by a SARIMA(0,1,1,0,1,1)12.  The step intervention corresponding to T=116 was not significant.

> svnm.ia <- tfarma(rsvnm, x = unemploy, model = c(0, 1, 1, 0, 1, 1, 12), modtf = c(0, 0, 0), modi = c(0, 0, 116),  )

> summary(svnm.ia)

Transfer function noise model

rsvnm = constant + unemploy(0,0,0) + Step(0,0,116) + SARIMA(0,1,1)(0,1,1)12

    sigsq loglikelihood      AIC      BIC 

 1.422155     -35.61291 86.77034 102.7351

Residual Analysis

Modified Portmanteau Test, Q = 27.36  on  18 df,   p-value = 0.07255

          ra(1)   ra(12)   raa(1) 

  value 0.10490 -0.11470 -0.01996

est.sd. 0.07268  0.05846  0.07738

     g1 p-value      g2 p-value 

 0.1507   0.394 -0.6022 0.09872

Estimated Parameters

                      Value Std. Error Z-value Pr(>|Z|) 

         constant  0.003672   0.001314   2.796 0.005179

     unemploy.o.0 -0.191700   0.138200  -1.387 0.165500

Step(0,0,116).o.0 -0.381500   0.441500  -0.864 0.387600

          theta.1  0.941300   0.026560  35.440 0.000000

          Theta.1  0.757700   0.051330  14.760 0.000000

Correlation Matrix of ARMA Parameters

        theta.1 Theta.1 

theta.1  1.0000 -0.1787

Theta.1 -0.1787  1.0000

Means of the Covariate Input Series After Differencing

       unemploy 

mean 0.00239521

Correlation Matrix of Regression Component

                  unemploy.o.0 Step(0,0,116).o.0 constant 

     unemploy.o.0       1.0000            0.2853   0.2005

Step(0,0,116).o.0       0.2853            1.0000  -0.1138

         constant       0.2005           -0.1138   1.0000

6.  svnmt1
The noise component was modelled by a SARIMA(0,1,1,0,1,1)12.  The step intervention corresponding to T=116 was not significant.

> svnmt1.ia <- tfarma(rsvnmt1, x = unemploy, model = c(0, 1, 1, 0, 1, 1, 12), modtf = c(0, 0, 0), modi = c(0, 0, 116),  )

> summary(svnmt1.ia)

Transfer function noise model

rsvnmt1 = constant + unemploy(0,0,0) + Step(0,0,116) + SARIMA(0,1,1)(0,1,1)12

     sigsq loglikelihood       AIC       BIC 

 0.3963513      69.21982 -139.2164 -123.2516

Residual Analysis

Modified Portmanteau Test, Q = 14.95  on  18 df,   p-value = 0.6657

          ra(1)   ra(12)    raa(1) 

  value 0.08602 -0.09586 -0.003375

est.sd. 0.06805  0.06468  0.077380

     g1 p-value      g2 p-value 

 0.1965  0.2683 -0.2257  0.5362

Estimated Parameters

                        Value Std. Error   Z-value Pr(>|Z|) 

         constant  0.00009968  0.0009387   0.10620   0.9154

     unemploy.o.0 -0.07713000  0.0793100  -0.97250   0.3308

Step(0,0,116).o.0  0.00872900  0.2951000   0.02958   0.9764

          theta.1  0.88010000  0.0368400  23.89000   0.0000

          Theta.1  0.83920000  0.0422100  19.88000   0.0000

Correlation Matrix of ARMA Parameters

         theta.1  Theta.1 

theta.1  1.00000 -0.07742

Theta.1 -0.07742  1.00000

Means of the Covariate Input Series After Differencing

       unemploy 

mean 0.00239521

Correlation Matrix of Regression Component

                  unemploy.o.0 Step(0,0,116).o.0 constant 

     unemploy.o.0       1.0000           0.24730  0.12110

Step(0,0,116).o.0       0.2473           1.00000 -0.08927

         constant       0.1211          -0.08927  1.00000

7.  svnmt2

The noise component was modelled by a SARIMA(0,1,1,0,1,1)12.  The step intervention corresponding to T=116 was not significant.

> svnmt2.ia <- tfarma(rsvnmt2, x = unemploy, model = c(0, 1, 1, 0, 1, 1, 12), modtf = c(0, 0, 0), modi = c(0, 0, 116),  )

> summary(svnmt2.ia)

Transfer function noise model

rsvnmt2 = constant + unemploy(0,0,0) + Step(0,0,116) + SARIMA(0,1,1)(0,1,1)12

     sigsq loglikelihood      AIC      BIC 

 0.8802524      4.063802 1.239708 17.20449

Residual Analysis

Modified Portmanteau Test, Q = 32.82  on  18 df,   p-value = 0.01755

          ra(1)   ra(12)   raa(1) 

  value 0.12830 -0.18250 -0.01122

est.sd. 0.07184  0.05999  0.07738

     g1 p-value      g2 p-value 

 0.1294  0.4636 -0.7498 0.03972

Estimated Parameters

                      Value Std. Error Z-value Pr(>|Z|) 

         constant  0.003097   0.001125   2.754 0.005896

     unemploy.o.0 -0.160700   0.110600  -1.453 0.146300

Step(0,0,116).o.0 -0.368300   0.364500  -1.010 0.312300

          theta.1  0.930100   0.028760  32.340 0.000000

          Theta.1  0.778300   0.049180  15.830 0.000000

Correlation Matrix of ARMA Parameters

        theta.1 Theta.1 

theta.1  1.0000 -0.1543

Theta.1 -0.1543  1.0000

Means of the Covariate Input Series After Differencing

       unemploy 

mean 0.00239521

Correlation Matrix of Regression Component

                  unemploy.o.0 Step(0,0,116).o.0 constant 

     unemploy.o.0       1.0000            0.2748   0.1808

Step(0,0,116).o.0       0.2748            1.0000  -0.1060

         constant       0.1808           -0.1060   1.0000
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