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Another extended Bayesian information criteria 1

Example 1. Hastie et al. (2009, Section 2.9) discuss in general terms how fitting many sta-

tistical models can be viewed as choosing a smoothing or complexity parameter to balance the

tradeoff between high/low variability on the one hand and low/high bias on the other. In some

cases it may be convenient to use q as a such a smoothing parameter in situations. In Figure 1,

the estimated spectral density function is shown for the monthly sunspots numbers 1749 to 1983.

For reference in the top left-corner the result is shown for the best fitting autoregression using

the BIC. The other three show possible subset autoregressive models. The subset model selected

using BIC is equivalent to using q = 0.5 in the BICq and the UBIC model is the BICγ with γ = 1.

In this case it turns out the BICq with q ∈ (0.06, 0.21) will select the same model as the UBIC.

It is interesting that the model q = 0.05, with fewer still parameters, resolves the peak around

the radial frequency 0.23 better than the other subset models. Comparing this subset model with

the full AR model selected by the BIC we find that this subset model has only 8 autoregressive

coefficients as compared with 18. Moreover, the subset model increases the value of maximized

log-likelihood by about 15.5. A script to reproduce the figure below is included with our package

available on CRAN (McLeod & Zhang, 2008).
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Fig. 1. Comparison of autoregressive and subset autore-
gressive models.


