Statistics 4657/9657 : Strong Law of Large
Numbers

The text gives an interesting proof of the Strong Law of Large Numbers
(SLLN). Here the classic proof is given. This is done since it involves a
number of tools that are useful in other settings, such as equivalent sequences
and truncation. This proof is not as elegant as the one given in the text.

Reference : R Durrett, Probability : Theory and Examples. See Section
1.8, p 81, and parts of Section 1.7.

Theorem 1 (Kolmogorov’s Inequality) Suppose Xi,..., X, are inde-
pendent r.v.s with E(X;) =0 and finite Var(X;) = U?. Let S, = X1+ ...+

Xi. Then
1<k<n x

Theorem 2 Suppose X; are independent r.v.s with E(X;) = 0. If 3272, Var(X;) <
oo then Z;’il X exists almost surely.

Remark : This is proven by showing that S, = Z?:l X is almost surely a
Cauchy sequence.
Proof Let Wiy = maxy, ;> |Sm — Snl.

For M < N

Var(Sy — Syr)

P(AI}I2]>\<,|Sm—SM\ >e) < e

Letting N — oo then
— > = i — >
P(g;ﬁ\Sm S| > €) A}EHOOP(AI}IlsaJ]}\([|Sm Snm| > €)
x o2
< lim J=M 75 <
N—o0 €2

Notice that if max,,> s [Sm — Sa| > € then for all n,m > M we have

1S5 — Sin| < [Sn — Saz| + [Sim — Sar| < 2¢
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Thus P(Wys > 2¢) < P(maX;,>nr |Sm — Su| > €).
Let C = {w : Sp(w) converges }. If w ¢ C, then there exists € > 0 and
for any M > 1, there exists m > M, such that |S),(w) — Seo(w)| > €. Thus

C*c C Ni>1 U?no:M AMJg = Ng>1 UZS:M {w : WM(OJ) > 1/]€}

Thus for fixed € = 1/k, and for any M > 1

1 oo
P(CY) < P(Ayp) < — > 05 .
1/k =,

Thus P(C°) < klimsup,; P(Aym) = 0, and hence P(C) = 1. Thus S,
converges almost surely.
END of PROOF of Theorem 2.

Theorem 3 (Kronecker’s Lemma) Suppose a,, > 0 and a,, monotoni-
cally increases to oo. Suppose also that Z?‘;l xj/a; converges. Then

Then z,, = a,(b, — by—1) for n > 1. By the hypothesis b, — bs, for some
finite limit. Also

1 & 1 " " n R
Zx":an{]z:lajbj_]z:lajbj_l}:bn_z(a]wbj_’boo_boo

nj=1 j=1  9n

Aside For the sum in the second last part, the student should use an idea
similar to a Cesaro mean to show it converges to bso.

Theorem 4 Suppose Y; are independent random variables with E(Y;) = 0.
Let T, =Y1 + ...+ Yy If an > 0 increases to oo and 3272, E(Yf)/a? < 00

then
T,
— —0a.s asn— o0 .
anp
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Proof :
By Theorem 2, there exists an A such that P(A) = 1 and Yw € A ,
n Yj)
21 ~a,  converges.

Thus by Theorem 3, for w € A,

1 n

LS ¥w) -0

an =
Theorem 5 (SSLN) Suppose X;,j > 1 are iid r.v.s with E(X1) = p finite.
Write S,, = X1+ ...+ X,,. Then % — [ a.S. asn — 0.

Proof.
Define ij = XJI(|X]| < j)
Notice that P(X; #Y;) = P(|X1]| > j) and hence

D P(X; #Y;) = P(IXi| > j) <E(|X1]) < oc.
jz1 j=1

Thus {X;} and {Y;} are equivalent sequences.
Next show that

Var(Y;
Z ar.(z ]) < 0
=1

Let pj = E(Yj)

E(Y7)

Var(Y;
s Yarhi) o 5

=1 =1 J2

Note that Yj2 = XJZI(\Xj| < j), thus for any y > 0, if Xf < y then
sz < y. Thus P(X]2 <y) < P(Yj2 < y) and hence P(|X1] < y) = P(|Xj| <
y) < P(IYj| <y) P(IX1| 2 y) < P(]Yj] = y). Thus

0 J
BOP) = [ 2wdP(v 2w < [ 2P0 2 )

Therefore

e J
DY T G
j=1

o0 1
- [ X Swrixizy
0 jij>yg>1
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IN

o0 2
| 2P 2 )
0o Y

< 4/0 P(1X1| > v)
AB(1X1]) < 00 .

Thus .
Z(YJ — pj) — 0 as.
j=1

S

Notice that p; — E(X1) = p as j — oo, thus by the Cesaro means property

1 n
n 2uj=1Hj — K.

Thus

n n n

> X = Z(Xj—Yj)vL%Z(Yj—M)Jr%ZM

J=1 J=1 J=1 Jj=1
— 040+ p as.



