I

| 7 ive identity (4.37) : =
se the recursive ider 37) to determin _

we noff’and so on, up to V,,(j) for each ;. © V2(j) for €ach j.

.| ](;btaiﬂ the maximizing sequence of states

max P{Xn = (11: seey in), Sn =Sn}
oo

7

= Vn (Jn)

—_— XPX:I.,”.,I'_ 3 n_
’il,Tﬁn_l { n (1 n I’Jn),s __Sn}

= p(snljn) MaX By j, Vo1 (i)
— p(sn]jn)Pin—l Gndrin Ya—1(in—1 (Jn))

Thus, in—1(jn) 18 the next to last state of the maximizin
nanner, the second from the last state of the maximizi

ﬂﬂd s0 On. . .
The preceding apgroach FO finding the most likely sequence of states given a pre-
scribed sequence of signals is known as the Viterbi Algorithm.

& Sequence. Continuing in this
ng sequence is in—-Z(in—l(jn))s

Exercises

*1.  Three white and three black balls are distributed in two urns in such a way that
each contains three balls. We say that the system is in state i,i =0, 1,2, 3, if
the first urn contains i white balls. At each step, we draw one ball from each
urn and place the ball drawn from the first urn into the second, and conversely
with the ball from the second urn. Let X, denote the state of the system after
the nth step, Explain why {X,,n =0, 1,2, ...} is a Markov chain and calculate
its transition probability matrix. |

2. Each individual in a population independently has a random number of .off—

spring that is Poisson distributed with mean A. Those initially prese.nt constitute
the zeroth generation. Offspring of zeroth generation people constitute ﬂl?fﬁ;;t
generation; their offspring constitute the second generation, 'and s.o.on. n t,;
denotes the size of generation 7, is {Xa, n > 0} a Markov chain. s g
transition probabilities P;, jrifit is not, explain why 1t 18 {m_t.l AP
€te are k players, with player i having _Val“e vi > OI; ! —2_wa1t i an ardered

eriod, two of the players play a game, while the Othefi ‘he winner then plays a

line. The loser of a game joins the end Of: thf: line, an er i and j play, i wins

W game against the player who is first in line. Whenev

With probability b,



1, In EXam ‘
y esmrda)l’)-l;;ll;:tsizﬂﬁow Lt i.t h as rained neither yesterday nor the 62/ befo® |
8. Anum initially ¢ © probability that it will rain tomorrow? o

210 —~ rmbabilityM
(a) Define a Markov chain that is useful in analyzing this modg Y,

does the Markov chain have?
®) g-o‘: tr;::n ga;tszzsgn probabilities of the chain.

4 L(g P arll‘c; Qbe transiti'op probability matrices on states | N
- tive transition probabihtles P;jand Qi ;. Consider prOCeSSes,{X' With, e
{Y,,n =0} deﬁned.as follows: N mns O]pec‘
(@ Xo= 1. A coin that comes up heads with pmbability - ay

If the coin lands heads, the subsequent states X, x, they )

using the transition probability matrix P if it lands ;)" Egle Obtg,

states X1, X2,..., are qbtamed F)y using the transitioy e
trix Q. (In other words, if the coin lands heads (tails) thsmbabil'ty
of states is a Markov chain with transition probability Inn g
{Xn,n > 0} a Markov chain. If it is, give its transition br
is not, tell why not.

(b) Yo = 1. If the current state is 7, then the next state ig determ;
flipping a coin that comes up heads with probability p.If thenzg-bﬁ iy

in Jgng

heads then the next state is j with probability P ;;if it T v
the next state is j with probability Q; ;. Is {¥,, n > o) aMarks tail .
it is, give its transition probabilities. If it is not, te]] why not OV Chajy,
5. A Markov chain {X,,n > O} with states 0, 1,2, has the transitioy
matrix Probabj,

Obabil

S =
R N VST [N
Bl= Wi o=

D
=]

If P{Xp =0} = P{Xo =1} = 1, find E[X;].

6. Let the transition probability matrix of a two :
: -stat ;
in Example 4.2, by state Markov chain be given, &

p I1-p
I1-p D

P=

Show by mathematical indyction that

L1

2+2(2P'-‘1)n %—%(2p_1)n
l\—1(2 n 1 4 1
AR S [V R b

P® —

ntains 2 ba]ls i d s blue.
stage a ball ; » one of which is red and the other D"~ 4
'wt?é a Ie;l é:lr;?gonﬂi selected. If the selected ball is red, then it re?ﬁcme |
Selected ba]] jg hmpro ability .7 or with a blue ball with probabilit et

blue bay], Plue, then it s equally likely to be replaced by either®

*0,

10.
11.

12.

13,

14,

i s B = e B T © R e B

A e M N Y e



n, as

fore

#9,

10.
11.

12,

13,

14,
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o Chail’s \
/t;: qual 1 if the nth baj selected g re
Let An

(@)

: d, anq et it equa] () other-
ise. Is {Xn, n > 1} a Markov chain? 1¢ 80, give jtg transitjop, Probabiiy
w .

s |

maﬂ’; denote the number of red balls ip the urp immediately before the
Lel: b:II is selected. Is {Y,,, n > 1} a Markoy chain? If 80, give jtg transitiop

t .
7 obability matrix. .
P the probability that the second by selected is req
(© E 1;13 the probability that the fourth ba]
@ H

I selected is red,
i dent flips of a ¢oj
ence of indepen:
In a sequ

n that comeg up heads witp, proba-

hat is the probability that there 1S a run of three Consecutive heads
. w

bﬂlty .69

ins?
within the ﬁrsgl(z}i:;l;si's currently in a cheerful mood. What is the
In Example 4: ’ lum mood on any of the following three days? o
that he is 1110t41 ri; ggive the transition probabilities of the ¥, Markov chain in

SAnPE s Shie ilities P; ; of the X,, chain.

::rfls of the tI'aIlSi.tIOI;{ prO:a;)gl}U;Si f;azzitt}jlon p’;obabﬂities By con:siderOtl}e
For a Markov Cha‘:)r%lit nt’hat/X n = m given that the chaip starteq at UTa";e nt)nt
couditional probability tered state r by time n, where r is a 'sp')emﬁed sb i
state i and has not yet ;:rle are interested in whether this condltlopal p;(;sz i
Gl oSSt ot € transition probability of a Marko‘{ 1;:}'122:‘:
e 70 th: i’:lcsltzge state r and whose transition probabilitie
space does no

(b)

Probability

P j
1-P;,

’

, & JhF

Qi ;=
Either prove the equality
n
= ...,n} =Uim
PiX,=m|Xo=1 Xz #r. k=1,

t if
in. Argue tha
le. _ arkov chain. r all
Or construct a coun‘teil‘exalig’ bability matrlx_Of A 1:141 es, then so does P, fo
Let P be the tran§1tt10nerpr P has all positive en - hetr
for some positive integer r, . d determi
ns, an

integers n > . ing Markov chat
Specify the classes of the following

pecify the ¢

they are transient or recurrent:

0 001

0 1

1 1 00 .

052 Pzzléoo

1 .

Pl"%oi’ 0 1 0
1
330




1 3
L g 4 00 a7 0 0 ¢
) 11
L 100 2 32 0.0 9
? o L o of, Pa=0 0 1 0 g
| P;=|3 2 1
‘ 11 0 0 5 2
| 000 3 3 330
o 0 O % % L0000y
pumber of states in a Markov chain is M, anq if st

. . ate ;
15 me gh?rtc;;ﬂ:ate i then it can be reached in M steps or less, 7 Can,
reache ’

that if state i is recurrent and state i does not communicate v,
*16. ShoWP " 0. This implies that once a process enters a recurrept cla
Fhen :lje V—;r ieave that class. For this reason, a recurrent class

it can

losed class.
17 ;(2): Stl?ecr:zdom walk of Example 4.19 use the strong law of large nyp

give another proof that the Markov chain is transient when p %

ith Stte |
18 often referrefi

bers

Hint: Note that the state at time n can be written as Z?:lYi where the Vs
are independent and P{Y; =1} =p=1— Pr{:Yi = —1}. Argue that if p >%’
then, by the strong law of large numbers, >1Yi = 00 as n — oo ang hence
the initial state O can be visited only finitely often, and hence must be transien;,
A similar argument holds when p < %

18. Coin 1 comes up heads with probability 0.6 and coin 2 with probability (5,
A coin is continually flipped until it comes up tails, at which time that coip js
put aside and we start flipping the other one.

(a) What proportion of flips use coin 1?
(b) If we start the process with coin 1 what is the probability that coin 2 is
used on the fifth flip?
(c) What proportion of flips land heads?
19. For Example 4.4, calculate the proportion of days that it rains.
20. A transition probability matrix P is said to be doubly stochastic if the sum over
each column equals one; that is,

ZPij =1, forallj
i

If such a chain is irredycipje and consists of M + 1 states 0, 1, ..., M, 1"

that the long-run Proportions are given by
1
Mj=——
J M + 1 ’ .] = O, l, , M
*21.

31 aI?IN;AOx}uclzlleotlde hag any of four values. A standard model for a mutat]“:ﬁ:]t
suppgses t;a: illlluclgoude at a specific location is a Markov chain mt c?wn ”

F PR 0in . . :
With probability 1g... 3g from period to period the nucleotide does 1 hang?

@, and if it does ch it ket
: change th uall
O any of the pthey three values, for some Ogi oei1 lét-ls e

3 P

25. E:
lik
ch
at

s
P AC R

cl

I
~

*

P s e B - B =~ i =~ -



ence
ient,

n is

2 18

ver

1%

ﬂﬂ(o" 4 3 179
K how that Py =3 301 =4,
(a

( what is the long-run proportion of time ¢

| (») y, be the sum of n independent rolls of 5
et In

g

he chain i« ;
. N11s in each
fair die. Find St

[im P{Yn is a multiple of 13}

nr?Oo

Hint: Define an appropriate Markov chain anq apply the resuls of

| § of Exer-
| e
| c1sf’;l good weather year the .numbe'r of storms is
2 Inean |;ina bad year.lt 1s Poisson distributed with
m s weather conditions depends on past years
: ition. Suppose that a good year is i
r's condition equally likely to be f

Y her a g00 d or a bad year, and that a bad year is twice ag likely to l:)e:l?fned -
by 2 bad year as by a good year. Suppose that last year—call it year 0—-\2::(1
a

goOd year.
@) Find the expected total number of storms in the next two

years 1 and 2).
(b) Find the probability there are no storms in year 3.
() Find the long-run average number of storms per year.
(d) Find the proportion of years that have no storms,

»4, Consider three urns, one colored red, one white, and one blue. The red urn
contains 1 red and 4 blue balls; the white urn contains 3 white balls, 2 red
palls, and 2 blue balls; the blue urn contains 4 white balls, 3 red balls, and 2
blue balls. At the initial stage, a ball is randomly selected from the red urn and
then returned to that urn. At every subsequent stage, a ball is randomly selected
from the urn whose color is the same as that of the ball previously selected and
is then returned to that urn. In the long run, what proportion of the selected
balls are red? What proportion are white? What proportion are blue?

%5, Each morning an individual leaves his house and goes for a run. He is equally
likely to leave either from his front or back door. Upon leaving the house, he
chooses a pair of running shoes (or goes running barefoot if therg are no shoes
at the door from which he departed). On his return he is equally likely to ente,
and leave his running shoes, either by the front or back door. If he owns a tto;ai
of k pairs of running shoes, what proportion of the time does he run ban?foo \:itl;

%. Consider the following approach to shuffling a deck of cards. St artmg sill

: 1.2,...,n is rancomly
Any initial ordering of the cards, one of the numl?ers ' be selected. If num-
¢hosen in such a manner that each one is equally hk.e!y © e ze ut it <;n top of
ber i ig chosen, then we take the card that is in position - ptedly perform
the deck—that s we put that card in position 1. We then repea fled in the
th L . i deck is perfectly shuftiec 1t

® $ame operation, Show that, in the limit, ﬂ}e of the n! possible
Seise that the resultant ordering is equally likely © be &y

Orderj i
o U€Tings, either active OF

’ o4, . > 3 'Oda
Each Individual in a population of size N is, in each per { of all else, that

Inact; . oy 5 o gk 3 . +d then, independent O* % i
ind ve. If an individual is active in 8 Peﬂc‘l’c\lvi th probability & Similarly, if a0

| Widual wij be active in the next perio

Poisson distributed with

mlean B3 Suppose that any
Only through the Previous

years (that is, in




Dby, r
od then, independent of aJ] ¢| ey,
e th -

- 29.

31.

*32.

33,

. Every

,,,,,,

e in a peri

individual is inactiv i . n
will be inactive in the next period w_lth probability 8. Let X, go "2 indi
are active in perlod n. n denoge e nlvl dual

Uy

of individuals that
(a) Argue that Xn» -
(b) Find E[Xn|X0= i]. N

for its transition probabilities

(c) Derive an expression for 1 :
(d) Find the Jong-run proportion of time that exactly ;
) Y J people are acty,
e,

Hint for (d): Consider first the case where N = |
fime that the team wins a game, it wins its next ga‘me ;
¢ it loses a game, 1t Wins its next game with prop “t’)lth Probp;
then it has dinner together with probabi]ita tlity -If:;y
the team loses then it has dinner together with probability 0.2 3\%9.7, efeasF
of games result in a team dinner? & What Dr()pomolf
An organization has N employees where N is a large number. E n
has one of three possible job classifications and changes clas.' ach' :
pendently) according to 2 Markov chain with transition proba?)lgict?tlo
es

0.7 02 0.1
02 0.6 02
0.1 04 05

n>0isa Markov chain.

0.8; every tim
team wins a game,

Mploye,
1S (inde.

gﬂhat percentage of employees are in each classification?

ee out of every four trucks on the road are followed by a .

one out of every five cars is followed by a truck. What fr Y aca, while only

the road are trucks? ' action of vehicles on

A .

beicnegrt:ilfh :\:n never has two sunny days in a row. Each day is classified

et i utl:)ngfé Cl'o;:dy (but dry), or rainy. If it is sunny one day, then itajz

one day thenythere ; either cloud)f or rainy the next day. If it is rainy’or cloudy

ifit chaI,lges then itliss (;ne Cltllan?e in two that it will be the same the next day, and

the long run, what pro q::;. y likely to be either of the other two possibilities.

Each of two switch Iy of days are sunny? What proportion are cloud’

will ind es is either on or off during a day. On d h switch
ependently be on with probability ¥ On day n, G

1 |
[1+ number of on switches during day n — 1]/4

For instance, if b :
dently be On’ durigtgh c;"Wlt(:he:'s are on during day n — 1, then each will indeper”
ay n with probability 3 /4. What fraction of 2ys are 00

-

s '
T\\:fvl(ic;lle:yon? hat fraction are both off?
€rs are i .
Playing a sequence of points, which begin Wher one of gle
; 10 &

Players serves. S
- Su
Ppose that player 1 wins each point she serves Wi .
up

il wins e .
t(f:; wgmer ofa poinicé]eg gg‘l; hf; opponent serves with probability q-
ind the ' s the server of the next point
Proportion of points that are won by P{)a(;l:r.l.

(b) Find the
: roporti ;
p pqruon of time that player 1 is the server.

P = s

31

38.
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AN

. Capa plays either one or two chess games every

pfled” " vertex i it moves to its clockwi ;
4 jtis @ . X IS¢ neighp . :
¥ eve;n 4 o the counterclockwise neighbor wigp, irol());t:ﬁ'rttex with Probability
pi Wy g =1_ . .
3- . . i1 =
1, ? Find the proportion of time that the fleg is at eac Di,i
(:) How often does the flea make a counterclockwise
( jowed by five consecutive clockwise moveg? Move that s thep fy).
sider @ Markov chain with states 0, 1, 2, 3 4. S
O . 3 . . . ? *
15, that when the chain is in state i, i > 0, the next : > and syp.-
0S¢ state is equally |; D
y likely to be

p 0, 1’ ¢ . 8 [ — 1- F. 1 141
y of the states 4 ind the 11m1t1ng probabilities of this ) 1
arkov

h Of the Verti ces,

uppose P0,4 =1-

hain. .
:“he tate of  process changes daily according to a ty

" e rocess is in state i during one day, then it is in g
with probability P; j, where

Po0= 04, Py,1=0.6, Pi.o=0.2, Pi1=0.8

o-staFe Markov chain, If
tate j the following day

Every day a message is sent. If the state of the Markov chain that day is i th
he message sent is “good” with probability p; and is “bad” with probabi]ft;
_1—p;,i=0,1
g = 1—pi,t? P
(a) If the process 1s 1n state 0 on Monday, what is the probability that a good
message is sent on Tuesday? :

(b) If the process is in state O on Monday, what is the probability that a good
message is sent on Friday?

(c) In the long run, what proportion of messages are good?

@ LetY, equal 1if a good message is sent on day n and let it equal 2 other-
wise. Is {¥,,, n > 1} a Markov chain? If so, give its transition probability
matrix. If not, briefly explain why not. |

31. Show that the stationary probabilities for the Markov chain having transition
probabilities P; ; are also the stationary probabilities for the Markov chain
whose transition probabilities Q;, ; are given by

.. — pk
0i; =P,

for any specified positive integer k.

day, with the number of games

that she plays on successive days being a Markov chain with transition proba-

bilities

P =2, P,=.8 Py =4 Pp=56

se she plays tWo games On

Capa wins each game with probability p- Suppo

onday, , , ne plays on Tuesday?
(8) What is the probability that she wins all the games s1° pn Wednesday?
((b) is the expected number of games that she PL&Y® 0win all her games-
©) Inthe long run, on what proportion of days does Capa
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. ngional symmetric random w
. 1o the one-dimensiona alk o
39, Consider in that example to be recurrent. Let g, f

E
which was shown i ple to be frec denoe " ¢
 the chain is in state 1. € the lon 1y

proportion of time that the . o

(a) Argue that 7;

(b) Show that 3_; m.:,é L o
(¢) Conclude (hat this Markov chain 15 null recurrent, ang -

on 12 points situated on a circle. At eac, "y ey

. A particle moves . / :
40 likgl y to move one step in the clockwise or in the Coumerclockw-] is g m Suf
Find the mean number of steps for the particle to return to jg Starise i %tioy ger
#41. Consider a Markov chain Wl.tl.l states 'equal to the nonnegatiye im Posiugz' m)
suppose its transition probabilities satisfy P j =0if j <. Ase Miegery anqi tyF
and let ¢ be the probability that the Mar.kov chain is ever in Stmeu{ne b
¢o = 1 because Xo =0.) Argue that for j >0 I (N°‘°tha;
j=1
ej = Z eiPij %he
-=0 {
(s
IfP,v,,-+k=1/3,k=1.2,3,ﬁnde,- fori= L, ..:; 1 Q
42. Let A be a set of states, and let A be the remaining states, 45. C
(a) Whatis the interpretation of (
Z Z m; Pij? (
ieA jeAc
1
(b) What is the interpretation of
46.
> D_miPy? t
i€Ac jeA (
: 1
(¢) Explain the identity |
)IPILTIED 35 2ET
iEAjEAc HF- ]EA
43, Each day, one o i ' "
P> i" s P-f ﬁ liOS'IS‘LbIe elements is requested, the ith one with probabilty
list that is revliséd-;sf 11 ea eleoneniy are gt ll imes ampeC A0 o
list with the relati ° 9‘.”5: The element selected is moved to the front of the
clative positions of all the oth ining unchange®
Define the state at any ¢; e other elements remaining v ”
there are n! possible szatum © t0 be the list ordering at that fin® o
(a) Arglle h €s.
at th o
(b) For any Stat: Pil'ecedm.g 18 a Markov chain. )
w1, .., iy) denlét. trin '(thlch is a permutation of 1’2"";:1231)6
e the limiting probability. In order for the st@ o *qy

il’”' il‘h it is
' L 18 nece |
request for i, th lSsary for. the last request to be for i1, the a}sjlencer "
y U1€ last non-7; or i2 reqUest for i3, and 50 0.

L
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4

oY ajns 28
y ) . 3
p‘ p )ears lI'ltllltl ve that

; ? 5
w(i1s---1in) = P 2 \P’\
| 1_‘Plll'_PI —-p. Pin\l
| e =g
. ] ; B S

! Verify When ] t3 i the.p receding are Indeed the limit; -
| p0se that a population consists of a fixeq number, ¢ ting Probabilitjeg

m Sup. stion. Each gene is one of two possible genetic o ™ Of genes in gy

gﬁﬂer os of any generation are of type 1, then ¢ types. If exactly i (of
gen he ne the

mpe {(and m — J type 2) genes with Probability ¥ generation Will have J
ty

LN J P\ m—j
m\ (L =2 -
(J)(m) ( m ) P IO

Let Xy denote the number of type 1 genes in the nth

that Xo=1-
@) Find E[Xn]-

) What is the probability that eventually all the genes will be type 19

&eneration, and assume

5, Consider an irreducible finite Markov chain with states 0,1,..., N
(a) Starting in state i, what is the probability the process will ever visit state
j? Explain!
(b) Letx; = P{visit state N before state 0|start in i

}. Compute a set of linear
equations that the x; satisfy, i =0,1,... N.

K7/ D When r = 3, what value of p maximizes the fraction 0

© If) ;jPj=ifori=1,...,N —1, show that x; =1i/N is a solution to
the equations in part (b).

#. Anindividual possesses r umbrellas that he employs in going from his home
to office, and vice versa. If he is at home (the office) at the beginning (end)
of a day and it is raining, then he will take an umbrella with him to the office
(home), provided there is one to be taken. If it is not raining, then he never takes
an umbrella. Assume that, independent of the past, it rains at the beginning
(end) of a day with probability p.

(@) Define a Markov chain with r + 1 states, which will help us to determine
the proportion of time that our man gets wet. (Note: He gets wet if it is
raining, and all umbrellas are at his other location.)

(b) Show that the limiting probabilities are given by

(4 ifi=0
T e whereg=1-p
‘== 4
1 s .ifi=11""r
| 7 +4q

© What fraction of time does our man get wet? f time he gets wet

n with limiting probabilities ;-

’ t " 1
D X, 1 > 0} denote an ergodic Markov chai X,). That is, ¥» keeps track of

-eﬁnethepro‘:css {YN! n> 1} by Y= (Xn-1




Jast two states O al ‘
" tion probabilities and find

284
J‘UlntyM Yy
f the original chain. Is {Ya,n > 1} 4 Marko e,
\ Chain.? I
'

determine its transi

lim P{¥s= (1)}

n—»00
48. Considera Markov chain in steady state. Say that a k length run of
at time m if Sends
Xpiot 00 Xmok =Xmober1 = =Xmo1=0,x, 4 E
’;
Show that the probability of this event is o (Po,0)~1(1 - Po.g)? &
the limiting probability of state 0. 07" Wherg Mg |

49. Considera Markov ¢

5 5 2
0 4 .6
8 0 2

(a) If the chain is currently in state 1, find the probability that after ¢
sitions it will be in state 2. WO g

(b) Suppose you receive a reward r (i) = i2 whenever the Markoy chain s
state i, i = 1, 2, 3. Find your long run average reward per unit timen o
Let N; denote the number of transitions, starting in state i unﬁ]
Markov chain enters state 3. » WL

(¢) Find E[N1].

(d) Find P(N; <4).

(e) Find P(N;=4).

50. A Markov chain with states 1, ..., 6 has transition probability matrix

i \

hain with states 1, 2, 3 having transition Probabyji, -
1Y may i
X i

SR == )

D000
COOOC WhRN
SO awwoo
SES I NS N
o h © O -

\ )

(@) ine the classes and tell which are recurrent and which are transief*
(b) Find limy_, o PI',.

(C) Flnd lu'nn - Pgﬁ
51 (d) Find lim,_, o Pl'”s
. InE b
of d:yasn:,l;l;flf’hc}ary is in a cheerful mood today. Find the expec

© has been glum for three consecutive days.

ed pum®

54,

56.

S

52. A taxi dri ) |
A w}':lll d}f:\//ergm\’qde.s service in two zones of a city. Fares picked UP i Z‘gith
probability eO 4es;1qat10n.s in zone A with probability 0.6 or it 20t "1

4. Fares picked up in zone B will have destinatio™ me:;ec@
s

with abili i
probability 0.3 or in zone B with probability 0.7. The drive"
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0\’
W I Mafk 2 trip entirely in zone A is 6; for

. a trip ept; :
2 1f proﬁt f.(;)rthat involves both zones is 12, Fip, P m‘r?ly In zone p 5 8
Sq tri

dt - ,
| ”, he taxj drivers average pr
ip- rage premium received per policyholq .
.1 the ave : : °f of th
pd th le 4.29 if 2 = 1/4 for one-third of i clients o rance ©OMpany
5% pxampi® ™ rand A = 1y for ¢
1< of its clients. : e
ds'der the Ehrenfest urn model in which g
" Cons! two urns, and at each time point one
tweenm and is then removed from its urn apq
rand((i) note the number of molecules in urp |
. Xn 0° ]. Show that

/:n n+1=1+(1—2/M)Mn

> and
Oﬁt per

mOIecules are
f the molecy]
placed ip th
after the n

distributeq be-
€S is chosen g
€ other one, | ¢
th SWitCh and let

w
atriy (;; Use () to prove that

M M —2\" M
P‘n=—2—+(T) (E[XO]—7)

Tan g5, Consider a population of individuals each of vx.rhom possesses two genes that
‘ " can be either type A or type a. Suppose that in outward appearance type A
i in ;s dominant and type a is recesswe..('l"hat is, an 1nd1.v1.dua1 will have only the
outward characteristics of the recessive gene if 1t§ p@ '1s aa.) Suppose that t.he
the population has stabilized, and the percentages of 1nd1v1.dua‘ls. having respective
gene pairs AA, aa, and Aa are p,q, and r. .Cé.lll an 1nd.1v.1dua1 dominant or
recessive depending on the outward character%stlcs it eXthltS.. Let S13 den.ote
the probability that an offspring of two domma.nt parents will .be recessive;
and let S1o denote the probability that the offspring of one dominant and o;\e
recessive parent will be recessive. Compu.te Si1and S 10 to _show that S11 =dSlq.
(The quantities S1o and S1; are known in the genetics literature as Snyder’s
e ither wins 1 with probability
56. Suppose that on each play of the game a gambler eit er W e
porloses 1 with probability 1 — p. The gambler ?(?ntlnues betting Eler i n
he is either up n or down m. What is the probability that the gambler q

winner? : ircle in the
, : e situated on a circle In tH
51 A particle moves among n + 1 vertices that ar ther in the clockwise di-

following manner. At each step it moves one step e‘li e e with probebility
rection with probability p or the counterclockwise dire

. , the time of the
9=1- p. Starting at a specified state, call it stat® 0, let T be

visited by
frst return to state (. Find the probability that all states have been
14 time T.

ults from the gam-
Hint:  Condition on the initial transition and then use f&5

" bler’s ruin problem, |

* " the gambler’s ruin problem of Section o
acis p resently i, and suppose that we know this information,
“Ventually reach N (before it goes to 0). Given

gambler’s f0f‘
'S fortune Wﬂl
show that the

4.5.1, suppose the
at the gambler

Nedad FEE s
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59.

61.

W Y
. "
probability he wins the next gamble 18

pll=@/] ifp#s
1—(q/P)
i+1 ifp=1

2i
The probability we want is

Hint:

P{Xn+l=i+1|Xn=i,m1_i_r>nooXm=N} ‘
P{Xps1 =i+ 1 1imm Xm = NIXp =i}

- P{limy, Xm = N|Xn =1}

For the gambler’s ruin model of Section 4.5.1, let.M,- denote the Mean

of games that must be played until the gambler either goes broke real:h

fortune of N, given that he starts withi,i =0, 1,..., N. Show that ati:;a
2

My=My=0; M;=1+pMit1+qMi—1, i=1,.. N4
Solve these equations to obtain

M; =i(N —i), if p=1
i N 1-(@/p) . :

= - , ifp#s
g—p 4q—-pl—(q/p)¥ 2

The following is the transition probability matrix of a Markov chain with states
1,2,3,4

4 .3
2 w2
25 25
& al

I NV S N
WO -

IfXp=1
(:) find the probability that state 3 is entered before state 4, o
(b) ? nd dthe mean number of transitions until either state 3 or state L

cred.
: .
E::PPOSC In the gambler’s ruin problem that the probability of winni"é 2 :e
rplj:b'sﬁon the gambler’s present fortune. Specifically, suppose m?t ! (1ii"erl
that th1 2 }he ‘?’ambler wins a bet when his or her fortun® 1's " at
amble ;gambler S Initial fortune s ;, Jet P(i) denote the Pr"bablhty
g(a) sr s fortune reaches N before (
erive a f ’ ]

Ormula that relates P (j) to P(i —1)and PG +1) sol\f"ftltc

(b) Using the g
. AMe approach as in the gambler’s ruin proble™
©quation of part (g) for #L, )

*62°

[ e T~ T = e}

63-

67.




ose that i balls are initially in urp 1 fnd _
(©) e thatat each stage one of the N balls is ranq
Pt chever urn 1t1s 1, and placed in the othey umn. , taken fy Orr;
Wat the first urn becomes empty before the secopnq
th article from Exercise 57. What is i i

04 02 0.1 03
01 05 02 02
P=| 03 04 02 0.1

o 0 O 1
1 Nump, hing process havin
o asider 2 branching pro g # < 1. Show that if X, —
acheg , Co d number of individuals that ever exist in this populat(i)on ils’ :il::ntge
y

; " ypecte
Satisfie ixpf _ ). What if Xo = n?
Jnching process having Xo =1 and u > 1, prove that 7 is the smallest

4 @ Inabr 8.
positive number satisfying Eq. (4.20).

Hint: Let 7 be any solution of 7 = 3'0=0 niP j. Show by mathematical
induction that 7 > P{X = 0} for all n, and let n — 00. In using the induction

argue that

o.¢)
P{X,=0}=) (P{Xn-1=0D’P;
th states =0

6. Forabranching process, calculate o when
@ Ph=% P =3
(b) P0=%,P1 = %,Pz:
(c) PO-—-%,PI =%,P3= .
. Atall times, an urn contains N balls—some white balls and some black balls.

At each stage, a coin having probability p,0 < p <1, of landing heads is
flpped. If heads appears, then a ball is chosen at random from the urn and is

W= =

is en-
| is eplaced by a white ball; if tails appears, then a ball is chosen from th.e urn and
, 2 bet eplaced by a black ball, Let X, denote the number of white balls it the urn
S the ?ﬂer the nth stage,
Given a; 15 {X,, n > 0} a Markov chain? If so, explain why. N
jat the ' at are its classes? What are their periods? At they transic
rent?
e o
” o d; E:mpllte the transition probabilities Fi I -
ve tN =2, Find the proportion of time in each state. the answer for

e ek
) Baseg on your answer in part (d) and your intuition, guess

e limiting probability in the general case.
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*68.

69.

70.

i

72,

73;

Introductiop to Pr,

obability Mﬁd
4 Els
Prove your guess in part (€) either by showing that Theore
i f;) d or by using the results of .Examm.e 4.37.
i:‘ e_ 1. what is the expected time until t'here are only
® p';ini,tially there are i white and N — i black?
urn i probabilities of the reversed Markoy e

Show that the limiting proba ; : ain
ward chain by showing that they satjg g
same as for the for fy the “atig::

np =Y miQij
i

(b) Give an intuitive explanation for the result of part (a).
M balls are initially distributed among m urns. At- each stage ope of th
taken from whichever urn it is in, and the, : € byl

is selected at random, :
random, in one of the other m — 1 urns. Consider the Markoy chain gy a
state at any time is the vector (n1,...,nm) Where n; denotes the numbero%f

0

balls in urn i. Guess at the limiting probabi.lities for this Markoy chaip
then verify your guess and show at the same time that the Markoy chain ig ;;:

m (41) is i

White baly th
¢

(a)

reversible. o
A total of m white and m black balls are distributed among two UInS, With gggy

urn containing m balls. At each stage, a ball is randomly selected frop each
urn and the two selected balls are interchanged. Let X, denote the nympe of

black balls in urn 1 after the nth interchange.
(a) Give the transition probabilities of the Markov chain X,,, n >0,

(b) Without any computations, what do you think are the limiting probapjj.

ties of this chain?
(¢) Find the limiting probabilities and show that the stationary chain is time

reversible.
It follows from Theorem 4.2 that for a time reversible Markov chain

PijPjx Pri = Py Py Pj;, foralli, j k

It turns out that if the state space is finite and P; 7 > 0 for all , j, then the
preceding is also a sufficient condition for time reversibility. (That is, in this
case, we need only check Eq. (4.26) for paths from i to i that have only t¥0
Intermediate states.) Prove this,

Hint:  Fix i and show tha the equations
i Pjr =m, Py

are satj e

ForS: tlfxied by Tj =cPij/Pj;, where c is chosen so that Y=l

from i to : :g‘;:mlble Markov chain, argue that the rate at which nanslf‘f: i

Siume J 10 k occur must equal the rate at which transitions from  ©/

Ther ;

against  ran do;lplayer S play a game. Whoever wins then plays the ™ * e
Y chosen one of the other k — 1 players (includi®




bayyg
d, at
hos,
or of

and
time
.‘.ach

ach
T of

yili-

me

the

his

Wl

15

©

e
m L jus lost). Suppose that Whenever ; - 289

WB? Lot Xy denote the winner of game 47 Play, i wing With

it ~ave the tran'sitior} probabilities of the M Probabiliry
@ Give the stationarity equations that are ua}‘kov chain (x, , .

Give the timeé reversibility equations, Niquely Satisﬁeg ’by © 1},
ind the proportl'on of all games that en;.

(( ) Find the proportion of games that inyolye playZ Li=1,.

tants- - TJ as one of e conte
roup of n p.roc.essors 18 arra.ng.ed in an or, dered list S-
. A8 ocessor in line atiempts it;if it is unsuceegsfy) oo o1 aives, te
jt; if it 109 1S unsuccessfué, then the next in line tries i; art:g the next in line trieg
is quccessfully processz BE afte.r all processors haye beesr? On. When the joh
jOb leaves tpe system. At this point we are allowed to reordunsuccessfuls the
and & 16w job appears. Suppose that we use the One‘CIOSeir the processors,

which mMOVeS the processor t'hflt Was successful one cloger tortilordering rule,
Jine by interchanging its position with the one in front of it. If aellﬂ ont of the
: processors

ore unsuccessful (or if the processor in the first posit;
Ze ordering remains the same. Suppose that em?lofiﬁgl;:voise::{i:?sﬁl)* then
job then, independently of anything else, it is successful with pmba;itltiempts a
(a) Define an appropriate Markov chain to analyze this mode] ty pi.

) Show that this Markov chain is time reversible. '
() Find the long-run probabilities.
%, A Markov chain is said to be a tree process if

(i) P;j >0 whenever Pj; >0,

(ii) forevery pair of states i and j, i # j, there is a unique sequence of distinct
states i =10, i1, ---»in—1,1inp = j such that

Pyi, >0, k=0,1,...,n—1

Tn other words, a Markov chain is a tree process if for every pair of distinct

states { and j there is a unique way for the process to go from i to j without

reentering a state (and this path is the reverse of the unique path from j to i).
Argue that an ergodic tree process is time reversible. .

7. Ona chesshoard compute the expected number of plays it takes 2 knight, start

turn to its initial posiaon

?ﬂg in one of the four corners of the chessboard, to e positior
if we assume that at each play it is equally likely to choose any of its lega

Moves. (No other pieces are on the board.)

Hint:  Make use of Example 4.38.

Ina Markov decision problem, another crite

**pected average return per unit time, is that
this criterion we choose a number &, 0 <@

o maximize E[Y5%f R(X, a)) (that

b rate oz’f), Suppose that the initial state 1S chos
. That is,

fferent than the

.on often used, di
! ounted return.

of the expected disc )
to choose a policy s
<1,andry 19 discounted

' are
rewards at ime 7 unts
en according t the probabilities

m,

SO

P{X0=i}=bh i=1,..-’n

\



. B wlllty M\)qq L oV
iven policy B let yjq denote the expected discounteq fime ) Wi‘/“
For a g1

) i e ¢
is in state J and action a 18 chosen. That is, hay the
cess i

o0
Za"l{xn=jﬂn=“}

=l i

Pro,

here for any event A the indicator variable 14 is defined by
w

1, if A occurs
Iy = {0, otherwise

(a) Show that

00
-
a n=0

or, in other words, Y, ¥ja is the expected discounted time in e
under B. :
(b) Show that

DRI
_ A Y
J a
Zyja =bj +aZZ)’iaPij(a)
a i a
Hint: For the second equation, use the identity "

Iix,,1=j) = Z Z Iixy=ian=a} (X4 1=}

I a

. L
Take expectations of the preceding to obtain 7

E [IXn+1=j}] = Z Z E[I{Xn-:i,an:a}] P;j(a)
i a

Re
(¢) Let{y;s} be a set of numbers satisfying
[
1
Yig = =
}J:; = (43 4
o [3)
; Yia=bj+a)" Y YiaPij(a)
thl [5)

A:'regcl;es ;:I}at. Yja an be interpreted as the expected discounted ﬂmfs o
8 1nstate j and action g is chosen when the initial S



ate j

38)

the
en

v

|
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cording to the probabilities b ;
ac J and the pollcy B i
Yia » 81ven by

ﬂi (a) - Za Yia

is employed-

.. Derive aset of equations for th

int: € eXxpected (j

,fcl yBis used and show .that they are equivalens tq discounteq times whep

1(d) Argue that an optimal policy with respect toEq' (4.38). pol-
qurn criterion can be obtained by first solv

d dis
ng the linear progrzglnted Te-

maximize ZzyjaR(j,a),
j a
such that ZZ)’ja:- !
g 1—a’
;}’ja =bj +OlZZYiaPij(a),
i a

Yia 20, allj,a;

and then defining the policy g* by

v
Bra) = =1
’ 24 Yia
where the y*, are the solutions of the linear program.
78, For the Markov clllain of Exercise 5, suppose that p(s|j) is the probability that
signal s is emitted when the underlying Markov chain state isj,j=0,1,2.
(a) What proportion of emissions are signal s?
" (b) What proportion of those times in which signal s is emitted is 0 the un-

derlying state?
. In Example 4.45, what is the probability that
acceptable?

the first 4 items produced are all

References

on Probabilities, Springer, Berlin,

Ik,
19]&) Chung, Markov Chains with Stationary Transiti
Edition, Academic

WS, gy
Karlin, . Taylor, A First Course in Stochastic Processes: Second

Pl'esS N
s INE
B]J G W York’ 1975. 4 Reinl old, Princeton,

J;‘fr‘ meny, JL. Snell, Finite Markov Chains, Van Nostran

g, ROE:SES Stochastic Processes, Second Edition.
E.Pekoz, A Second Course in Probability

New

wiley, N
qo ookst,ore-cmn'2 ‘

Probabilityb




